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Abstract

The use of deep learning techniques for face presentation attack detection
(PAD) is increasingly common due to their ability to reach strong accu-
racy performances. Nonetheless, the use of complex models such as the
ones produced with deep learning techniques raises safety and trust con-
cerns, as one is not able to understand the motifs behind model decisions.
Furthermore, traditional metrics of evaluation fall short in terms of cap-
turing the desirable working properties of models, which is particularly
worrisome when working in high-regulated areas, such as biometrics. In
this work, we propose the use of interpretability techniques to further as-
sess the robustness of face PAD models. Moreover, we also define de-
sirable properties for a face PAD model to have, which can be evaluated
through interpretability. Experiments were performed using the ROSE
Youtu video collection and showed the additional value of interpretability
in the identification of model robustness.

1 Introduction

Nowadays, deep learning algorithms are excelling in most of the artificial
intelligence (AI) fields, including in the biometrics and forensics domain.
Although these models can indeed achieve incredible performances due
to their complexity and flexibility, it is also true that sometimes these
performances are obtained by a focus in wrong/biased information instead
of domain significant information [4]. Therefore, an evaluation performed
based on only traditional metrics may be misleading, making us trust a
model that is not robust enough to be deployed in the real-world.

With regards to face PAD, the use of deep learning techniques is also
increasingly common [6]. Furthermore, the diversity of presentation at-
tacks that can happen in a real-world scenario increase the importance of
checking the robustness of the deep models, as they may focus on attack-
specific or spurious information instead of more general features capable
of characterising what an attack means [3].

To overcome the limitations of evaluating a face PAD model only with
the traditional metrics, we propose in this work the use of interpretability
methods to further assess how robust is a model, by checking which infor-
mation is determining the deep learning model decision. Interpretability
or explainability (we use both terms interchangeably) is the process of un-
derstanding which features, or which process, led to the machine learning
model decision. Doshi-Velez and Kim categorised these techniques into
three different groups, namely, pre-, in-, and post-model [2]. In the last
years, interpretability research has focused attention on the in- and post-
model interpretability groups, i.e., in the proposal of interpretable models
by design [9], or in the proposal of interpretability methods to analyse
previously built models [1].

In this work, we also assess the fulfilment of important properties
defined by Sequeira et al. [8], such as (1) explanations for the same sample
should be similar whether or not it is seen during training (data swap); and
(2) explanations for the same sample should be similar whether or not the
model is trained to detect that specific attack (One-Attack vs. Unseen-
Attack).

2 Methodology

A presentation attack detection method receives as input a biometric trait
measurement and returns as output a prediction of the classification of

that measurement as belonging to a living individual (bona fide) or as
being a spoof attempt to intrude the system (attack). In this work, our
method consists of an end-to-end convolutional neural network, with its
architecture being described in Figure 1. Since the focus of the work is the
study on the interpretability of the face PAD model, we chose a relatively
simple architecture.
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Figure 1: Architecture of the implemented PAD model.

With regards to the interpretability method to be used in this work, we
selected the well-known Grad-CAM method [7], as it has the flexibility
to generate explanations for any layer of the network, and also allows us
to obtain class-specific explanations.

3 Experimental Assessment

The experiments were performed with the ROSE-Youtu Face Liveness
Detection Dataset [5], which is composed of 3497 videos acquired from
twenty different subjects. For each subject there are several “genuine”,
and “attack” videos (types of attack, and number of frames extracted are
presented in Table 1). The PAD model previously presented was imple-
mented in Keras and trained for 150 epochs with early-stopping (based
on validation loss). To avoid overfitting, regularization techniques such
as dropout and data augmentation were used.

Table 1: Characteristics of the presentation attack instruments in the
ROSE Youtu dataset (N.I. stands for “number of images”, i.e., frames
extracted from the videos).

Attack Type of presentation attack instruments N.I.
- Genuine (bona fide) 2794

#1 Still printed paper 1136
#2 Quivering printed paper 1188
#3 Video of a Lenovo LCD display 923
#4 Video of a Mac LCD display 1113
#5 Paper mask without cropping 1194
#6 Paper mask with two eyes and mouth cropped out 608
#7 Paper mask with the upper part cut in the middle 1162

The quantitative results in terms of Bona fide Presentation Classifica-
tion Error Rate (BPCER), Attack Presentation Classification Error Rate
(APCER), and Equal Error Rate (EER) are shown in Table 2. As illus-
trated in Table 2, we performed the experiments using two different eval-
uation frameworks: one-attack (model is trained and tested with only one
type of attack), and unseen-attack (model is trained with all but one at-
tack, and tested with the remaining attack). Even though the focus of the
work is not on the performance of the face PAD model, the method’s per-
formance is in line with state-of-the-art methods. The results with regards
to the Unseen-Attack framework are worse than the ones related to the
One-Attack framework, which indicate model generalization problems.



Table 2: PAD performance of the models for One-Attack and Unseen-
Attack evaluation frameworks. (EER, APCER, and BPCER in %)

Attack One-Attack Unseen-Attack
EER APCER BPCER EER APCER BPCER

#1 7.29 12.15 3.06 5.90 6.94 4.90
#2 3.62 6.67 1.35 5.55 3.00 10.65
#3 2.79 8.37 0.12 10.38 26.29 4.28
#4 12.66 30.38 1.84 25.34 45.73 3.92
#5 1.61 1.61 1.59 4.84 3.55 7.10
#6 4.46 5.10 1.10 10.19 12.74 7.71
#7 0.73 5.23 0.00 15.49 34.31 7.71

Attack Sample One-Attack Unseen-Attack

Figure 2: Explanations for correctly classified attack samples (TP) in the
One-Attack (2nd column) or Unseen-Attack (3rd column) frameworks.
Each row corresponds to one specific type of attack, top to bottom: #1,
#4, and #7.

Apart from the usual quantitative evaluation performed for PAD mod-
els, we introduce here a qualitative evaluation of model properties based
on explanations. With this regard, two types of experiments were per-
formed: comparing explanations for the same attack sample when in the
one-attack framework or the unseen-attack framework; and, comparing
explanations when attack samples of a random subject are present in train
or test (swap experiment). The results obtained with these two approaches
are presented in Fig. 2 and Fig. 3. As it can be observed in Fig. 2, the ex-
planations generated for the same samples in the one-attack and unseen-
attack frameworks are quite different, not showing coherence on the infor-
mation that is relevant to making the decision, which again indicates there
are generalization issues with the models. On the other hand, the models
demonstrated to be robust with regards to unseen subjects, as the expla-
nations generated in the swap experiment show relevance of the same
regions independently of the subject under analysis being in train or test.

4 Conclusions and Future Work

In this work, interpretability techniques were explored to further assess
the robustness of face PAD models. Moreover, we studied several de-
sirable properties for a face PAD model to fulfil that are only verifiable
through an interpretability analysis of the models. Nonetheless, this in-
terpretability evaluation can only be done qualitatively, therefore, lacking
objectivity. In future work, we aim to find ways of quantifying the infor-
mation obtained with the interpretability analysis.
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