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Abstract. The task of person re-identification has important applica-
tions in security and surveillance systems. It is a challenging problem
since there can be a lot of differences between pictures belonging to the
same person, such as lighting, camera position, variation in poses and
occlusions. The use of Deep Learning has contributed greatly towards
more effective and accurate systems. Many works use attention mecha-
nisms to force the models to focus on less distinctive areas, in order to
improve performance in situations where important information may be
missing. This paper proposes a new, more flexible method for calculat-
ing these masks, using a U-Net which receives a picture and outputs a
mask representing the most distinctive areas of the picture. Results show
that the method achieves an accuracy comparable or superior to those
in state-of-the-art methods.
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1 Introduction

Person re-identification (re-ID) consists of matching a query image of an indi-
vidual to other pictures of that same individual. The pictures are taken from a
system of different cameras, each with a different view. Hence, this problem has
important applications in security and surveillance systems. This task can be
quite challenging, due to the differences in the position of the cameras, where
the face of the person might not be visible, the possibility of occlusions, the large
variation in poses, and differences in the background.

In the past, the problem of person re-ID was treated as a classification prob-
lem, and a common strategy was to use handcrafted features [11–13, 15, 26, 32].
This was due to the small size of the datasets available in the past. With the
rising interest in solutions for this problem, more complex datasets have been cre-
ated. These new datasets include more identities and more pictures per identity.
The approach to the problem has also changed with the use of Deep Learning,
where instead of using handcrafted features, the networks encode the images by
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extracting relevant information into feature vectors that can be used to compare
different images, using simple distance metrics [4, 17, 21, 23, 28].

The use of the same datasets, with the same train-test splits, allows to bench-
mark different methods, in order to compare their performance. Measures such
as the Mean Average Precision (mAP) and the Cumulative Match Characteristic
(CMC) curve are commonly used to compare the results.

One of the most commonly used loss functions is the Triplet Loss, which
modifies the embedding space to pull together pictures belonging to the same
person, and to push apart pictures of different identities [6]. This loss is also used
with a batch mining process, which makes training more effective by choosing
triplets where the error of the network is higher [8].

Many works also use attention mechanisms to force the network to focus
on less distinctive areas, in order to improve performance in situations where
important information may be missing [4, 10, 17, 21, 22].

In [4], the authors propose a method that randomly drops part of the input
images in order to force the network to include less distinctive areas in the
creation of the feature maps. This leads to a more robust network capable of
performing better in situations where information may be missing or occlusions
might occur.

In order to improve results, Quispe and Pedrini [17] proposed a method that
instead of dropping random parts of the image, created an activation map. This
allowed them to drop areas of the image with highly distinctive information, in
order to force the network to perform better in situations where information was
missing, by using less distinctive information. Although this method calculates
which parts of the image it should drop, it can only drop horizontal stripes,
which is limited and might lead to suboptimal results.

In this paper, we present a more flexible method, capable of calculating such
masks using an auxiliary segmentation model, which allows it to define masks of
any shape. This also removes the constraint of deriving the mask directly from
the activations, which allows us to calculate the mask in a less predetermined
manner.

2 Proposed Methodology

The proposed method is comprised of two networks. The feature extraction net-
work uses a ResNet-50 backbone [7], pretrained on ImageNet [5]. This network
receives as input an image and outputs a vector containing 512 features. This
feature vector can be used to compare different pictures by computing their
euclidean distance. After the network is trained, pictures containing the same
individuals will have features vectors with a small distance and pictures with
different individuals will have feature vectors with a large distance. These fea-
ture vectors allow us to sort a gallery of images. This is achieved by taking a
query image and computing its distance to each image in the gallery.

This method also makes use of a mask generation network, to make the fea-
ture extraction network more robust. The mask generation network is trained to
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output a mask that highlights the parts of the image that the feature extraction
network is using to generate the feature vector. To make the feature extraction
network more robust we hide 30% of the image, by choosing the pixels where
the mask has the highest values. This forces the feature extraction network to
extract relevant information from other parts of the image. We set the drop ratio
to 30% as it was the recommended value in [4].

2.1 Network Architecture

Feature Extractor The backbone is comprised of a ResNet-50 Network, pre-
trained on ImageNet. Using a pretrained backbone helps our model to more
easily extract relevant features in an image, by using previously learnt filters.
The last layer of the ResNet-50 network was removed, therefore the output from
the ResNet-50 model is a feature vector of shape 2048x1x1 (channels, height and
width respectively). Then we added a convolutional layer with 512 filters, with
a kernel size of 1×1 and stride 1×1, followed by batch normalization and ReLU
activation.

The output of the network is a template that can be used to match indi-
viduals. This template is a unidimensional vector containing 512 features, that
describes the picture of the person that was passed to the network. The picture
is matched against a gallery of pictures containing a variety of different indi-
viduals, by computing the euclidean distance between the feature vectors and
sorting the gallery based on the distance metric.

Mask Generator The mask generation part of the model is performed by a U-
Net [20], with an encoder that reduces the resolution at each level, and a decoder
that increases the size back to its original resolution. The U-Net features skip
connections between layers of the encoder and the decoder that have the same
resolution. This allows the transmission of information between layers, which
avoids information loss during the encoding and decoding process.

The encoder is composed of 9 Convolutional layers and 4 Max-Pooling layers
distributed over 5 resolution levels. Convolutional layers have 32 − 512 filters,
with a size of 3 × 3 and stride 1 × 1, each followed by a Batch Normalization
layer and a ReLU activation function. Max-Pooling layers use a window size of
2× 2 and a stride of 2× 2, which reduces the resolution by a factor of 2 at each
level.

The decoder mirrors the architecture of the encoder with convolutional and
deconvolutional layers. Convolutional layers have 32 to 512 filters, with a size of
3×3 and stride 1×1, each followed by batch normalization and ReLU activation.
Deconvolution Layers have 32− 256 filters with a size of 2× 2 and stride 2× 2,
which increases resolution by a factor of 2.

The final layer is a Convolutional layer and has one filter with size 1 × 1
and stride 1 × 1, followed by a sigmoid activation function to have pixel values
between 0 and 1 for the mask.
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2.2 Loss

Feature Extractor The feature extraction model uses the triplet loss, the goal
of this loss function is to reduce the distance between feature vectors of pictures
belonging to the same individual, and to increase the distance between feature
vectors of pictures belonging to different individuals. In the experimental settings
section, we go over the selection process of the triplets.

The triplet loss can be written as:

Ltriplet(F ) = Ea,p,n[max(||F (a)− F (p)||2 − ||F (a)− F (n)||2 +m, 0)]. (1)

where F is the feature extractor, a is the anchor image, p is the positive image,
n is the negative image and m is the margin.

When both models are being trained simultaneously we take a weighted sum
of the triplet loss of the regular images and the triplet loss of the images with
the mask applied.

Lextractor(F ) = λ1Ltriplet(F ) + (1− λ1)Ltripletwithmask(F ). (2)

where Ltripletwithmask is the triplet loss applied to masked images (where some
parts of the image has been removed to force the network to get relevant infor-
mation from less distinctive areas).

Mask Model In order to generate a mask that highlights the areas of the image
that the feature extractor is using to calculate the feature vector, we use several
losses combined.

The first component can be written as:

Lidentity(M) = Ea[mse(F (a), F (M(a)× a)]. (3)

where mse is the mean squared error between two vectors, a is an image, M is
the U-Net that generates the masks and F is the feature extractor. M(a) is the
mask generated for image a, and M(a)× a is the resulting image after applying
the mask to image a.

The problem with this loss is that it will make the output of the mask model
a mask filled with ones. This will make M(a) × a equal to a, minimizing the
previous loss. This is not what we want, as our goal is to make the relevant
pixels equal to one while making non-relevant pixels equal to zero. In order to
achieve this we add a second loss component:

Lsparsity(M) = Ea[mean(M(a))]. (4)

where M(a) is the mask generated for image a. This loss function aims to reduce
the mean value of the masks, in order to solve the previous problem.

In addition to both of these losses, we need to make the mask contiguous, in
order to select an area of the image, and not single and separated pixels.
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Hence, we add the third loss component:

Lcontiguity(M) = Ea[
1

h× w

∑

i,j

|M(a)i+1,j −M(a)i,j |

+ |M(a)i,j+1 −M(a)i,j |].

(5)

where M(a)i,j is the value of the mask at index (i, j). This loss calculates the
difference of consecutive pixels of the mask (vertically and horizontally), then it
calculates the absolute value and finally the mean.

The final loss function becomes:

Lmask(M) = λ2Lidentity(M) + (1− λ2)(Lsparsity(M) + Lcontiguity(M)), (6)

where Lsparsity and Lcontiguity losses are adapted from [18].

3 Experimental Settings

3.1 Data

The proposed model was trained on three datasets that are commonly used in
the person re-identification problem.

Market1501 dataset [30] contains data collected from six cameras, on an open
environment, in Tsinghua University. It contains images of 1501 individuals. 751
individuals are used for training and 750 individuals for testing. There are a
total of 12936 images in the training set, 19732 images in the test set and 3368
query images.

DukeMTMC-reID dataset [19, 34] is a subset of the DukeMTMC dataset.
The original dataset contains 85-minute videos of high-resolution captured from
8 different cameras. It contains images of 1404 individuals. 702 individuals are
used for training and 702 individuals for testing. This dataset contains 16522
images in the training set, 17661 images in the testing set and 2228 query images.

CUHK03 dataset [9] is comprised of images collected from The Chinese Uni-
versity of Hong Kong (CUHK) campus. It contains images from 1467 identities
collected from 5 different pairs of camera views. This dataset contains 7368 im-
ages for training, 5328 images for testing and 1400 query images. This dataset
has two versions: labelled and detected. Labelled means that the bounding boxes
were labelled by a human. Detected means that the bounding boxes were esti-
mated by a pedestrian detector. This dataset is prone to missing body parts,
misalignments and occlusions, especially on the ”detected” version, which makes
it more challenging.

3.2 Data Augmentation

There are a couple of pre-processing steps that are applied to the images dur-
ing training. These improve training, as they make the model more robust to



6 Leonardo Capozzi et al.

changes and avoid overfitting. During training, images are resized to a resolution
of 234 × 117 pixels (height and width, respectively). Then a random section of
the image is cropped, with a size of 224×112 pixels. The image is then randomly
flipped horizontally, with a probability of 0.5. After all these steps are applied
we normalize the images using the mean and standard deviation from ImageNet.
This is needed because we use a pretrained ResNet-50 model, which was trained
with normalized images.

3.3 Training

The proposed model was trained in three stages. The first stage consists of
training the feature extraction model using Ltriplet. The second stage consists
of training the mask model (while keeping the feature extraction model frozen)
using Lmask. The third stage consists of training both models simultaneously us-
ing Lextractor for the feature extractor model and Lmask for the mask generation
model. After many experiments we set λ1 = 0.90 and λ2 = 0.95.

Since we are using the triplet loss we need a strategy to select the triplets
that maximize the error of the network. Choosing triplets randomly is not a
viable strategy, as the network can easily adapt itself to most pictures. This
would result in a loss of progress, as the majority of the selected triplets would
already have a difference in distances larger than the margin. To overcome this
issue we used batch hard triplet mining [8].

Due to GPU memory constraints we used a batch size of 60 pictures (20
individuals and 3 pictures per individual).

We train the model for 50 epochs on the first stage, 25 epochs on the second
stage and 100 epochs on the third stage.

For the feature extraction model we used the Adam optimizer with a learning
rate of 2×10−4 as the default learning rate of 1×10−3 would make the pretrained
ResNet-50 model unstable and led to a collapsed model, where every feature
vector outputted by the model had the same values. The learning rate of 2×10−4

worked well for every dataset tested.
For the mask model we used the Adam optimizer with the default values.

4 Results and Discussion

To evaluate the performance of the model we used the mean average precision
(mAP) and the rank-1 accuracy. We computed these values for the test sets of
the Market1501, DukeMTMC-reID dataset and CUHK03 dataset. There are two
versions of the CUHK03 dataset, labelled (L) and detected (D).

After training the model with the Market1501 dataset the model attained
a mAP of 63.9% and a rank-1 accuracy of 97.4%. On the DukeMTMC-reID
dataset, the model reached an mAP of 61.1% and a rank-1 accuracy of 90.2%.
On the CUHK03(L) dataset the model attained an mAP of 69.0% and a rank-1
accuracy of 93.4%. On the CUHK03(D) dataset the model reached an mAP of
66.9% and a rank-1 accuracy of 92.7%.



Optimizing Person Re-Identification using Generated Attention Masks 7

Table 1. Comparison to state-of-the-art approaches

Market1501 DukeMTMC-ReID CUHK03 (L) CUHK03 (D)

Method mAP rank-1 mAP rank-1 mAP rank-1 mAP rank-1

IDE [31] 46.0 72.5 47.1 67.7 21.0 22.2 19.7 21.3

PAN [33] 63.4 82.8 51.5 71.6 35.0 36.9 34.0 36.3

DPFL [3] 73.1 88.9 60.0 79.2 40.5 43.0 37.0 40.7

HA-CNN [10] 75.7 91.2 63.8 80.5 41.0 44.4 38.6 41.7

PyrNet [14] 86.7 95.2 74.0 87.1 68.3 71.6 63.8 68.0

Auto-ReID [16] 85.1 94.5 – – 73.0 77.9 69.3 73.3

MGN [24] 86.9 95.7 78.4 88.7 67.4 68.0 66.0 66.8

DenSem [27] 87.6 95.7 74.3 86.2 75.2 78.9 73.1 78.2

MHN [1] 85.0 95.1 77.2 89.1 72.4 77.2 65.4 71.7

ABDnet [2] 88.2 95.6 78.5 89.0 – – – –

SONA [25] 88.6 95.6 78.0 89.2 79.2 81.8 76.3 79.1

OSNet [35] 84.9 94.8 73.5 88.6 – – 67.8 72.3

Pyramid [29] 88.2 95.7 79.0 89.0 76.9 78.9 74.8 78.9

Top-DB-Net [17] 85.8 94.9 73.5 87.5 75.4 79.4 73.2 77.3

Proposed 63.9 97.4 61.1 90.2 69.0 93.4 66.9 92.7

Comparing the results to other state-of-the-art methods (table 1) we can see
that our model has the best results regarding the rank-1 accuracy metric.

Regarding the mAP score, our method is slightly inferior, but aligned, to the
alternative methods. This might suggest that our method is better at making a
single prediction (as it has a better rank-1 accuracy than other methods) but
feels greater difficulty in sorting the whole gallery. To solve this problem we could
add multiple streams (or networks), as in [4, 17]. This would make the training
more stable, since training with the masked images could have the opposite effect
of what we want to achieve, which is to force the network to use less distinctive
features to compute the feature vector, making the model more accurate.

Figure 1 shows the masks that were generated by our mask generation model.
We select 30% of the pixels with the highest values and hide them, therefore black
areas represent zones of high importance to our feature extraction model, while
white areas represent zones of low importance. During training, we hide the high
importance zones, in order to force our feature extraction model to use other
parts of the image to generate the feature vectors. In figure 1 we can see that
the mask generation model almost always tries to hide the person’s face, as this
is one of the most important attributes of the person for identification. It also
hides information about clothing and other things that the feature extraction
model finds useful.
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Fig. 1.Masks generated by our method (the hidden parts are areas of high importance).

5 Conclusion

The proposed model generates masks that represent areas of the image with
important information for the identification process. In order to improve the
performance of our feature extraction algorithm, we train it with original images,
and images with missing information. This forces the model to use less distinctive
areas to compute the feature vector, which leads to better results.

Upon evaluation on three popular datasets, we show that the performance of
the algorithm is superior to the alternatives regarding the rank-1 accuracy. How-
ever, when using the mAP metric the proposed algorithm was slightly inferior,
but aligned, to the alternatives.

The process of removing information from the images could add noise and
have the opposite effect that we want to achieve, making the training process
unstable and decreasing the performance of the model. We tried to balance
the losses to avoid this, but further efforts should be devoted to improving the
architecture of the model, adding different streams to minimize the effects of
removing information [4, 17]. These changes could improve the performance of
the model on the mAP metric.
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